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Abstract

We consider alternative models of a regression containing a proxy for an unobserved regressor.
For each model at most two pieces of prior information are necessary to determine the sign of any
regressor coefficient: the sign of the partial correlation between the proxy and the unobserved regres-
sor, and a lower bound on the partial or simple correlation between the proxy and the unobserved
regressor. We apply our technique to investment and leverage regressions that contain a proxy for
the incentive to invest. In both cases proxy quality must be high for the coefficient of interest to be
non-zero.

Published by Elsevier Inc.

JEL classification: G31; E22; C29; C49

Keywords: External finance constraints; Investment; Errors-in-variables; Coefficient sign; Prior information

Instrumental variables, or other types of additional identifying information, are often
unavailable for consistent estimation of regressions containing proxy variables, which are
well known to render OLS estimation inconsistent. Frequently, however, only coefficient
signs are of interest. In this case although additional prior information or assumptions are
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needed to draw inferences, they need not strong enough to identify coeffigiees. We
develop an econometric framework that inputs just enough prior information to identify
coefficient signs.

We start with a linear regression with one unobserved regressor and an arbitrary num-
ber of perfectly observed regressors. A proxy is available for the unobserved regressor.
We consider several assumption sets corresponding to whether the measurement error is
correlated with some, any, or all of the other model variables. For each assumption set we
show that an index of measurement quality for the unobserved regressor must surpass a
threshold in order for a coefficient to retain the sign obtained via OLS. We express this in-
dex in terms of either the partial or simple correlation between the unobservable regressor
and its proxy. For any coefficient and for either measure of proxy quality, we can compute
multiple thresholds, corresponding to our different assumption sets. We suggest reporting
all these thresholds, so that readers can use their own prior notions to decide whether the
data set is informative about true coefficient signs. These threshold estimates will be par-
ticularly interesting if they are either near zero or one. In the first instance it will be hard
to accept the hypothesis that the coefficient of interest is zero, and in the second it will
be hard to reject this hypothesis. This situation is loosely analogous to thatstétistic,
which is usually only interesting if it is either very low or very high. Finally, an additional
contribution of the paper is the computation of the variances of these threshold bounds. To
our knowledge, none of the previous research in errors-in-variables bounds has addressed
the issue of threshold variances.

We provide two applications of our technique, both highlighting its computational sim-
plicity and minimal assumption requirements. First, we examine the effects of external
finance constraints on investment. Starting ViAtizzari et al. (1988)most empirical stud-
ies of this issue have examined the sensitivity of investment to cash flow as an indicator of
finance constraints. As summarizedHubbard (1998)these efforts have shown that for
groups of firms identified as financially constrained, investment responds strongly to cash
flow, even after controlling for a proxy for the incentive to invest. Recently however, sev-
eral papers have questioned these results, arguing that the usual control for the incentive
to invest, Tobin'sg, contains substantial measurement error. For exaripiekson and
Whited (2000use measurement-error consistent estimators on invesyreah flow re-
gressions, finding that positive cash-flow coefficients produced by OLS are not robust to
the use of measurement error remedies, even for financially constrained firms.

Our intent is to determine whether the messadeériokson and Whited (20063 robust
to relaxation of their assumptions. We find this to be the case. Under our less restrictive
assumptions the proxy quality thresholds must often be quite high and even near one for
the cash-flow coefficient to be positive. Further, the thresholds must also be high to infer
a difference in cash-flow coefficients between groups of constrained and unconstrained
firms.

Next, we examine the anomalous evidenc®ajan and Zingales (1998)at leverage
is decreasing in lagged liquidity. This result counters the intuition from the static trade-
off model that higher profits mean more dollars for debt service, more taxable income to
shield, and therefore higher target leverage. Because Rajan and Zingales use a proxy for
the incentive to invest, our technique is applicable. We find that our threshold must be
implausibly high before one can infer a negative coefficient on lagged liquidity.
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Our paper is organized as follows. Sectibdescribes related literature. Sect@nout-
lines our econometric model and summarizes our results. Se@iams! 4present our
investment and leverage applications, and Sed&iooncludes. Proofs are ippendix A

1. Related econometric literature

We build upon the work oKrasker and Pratt (1986)ho show that coefficient signs are
indeterminate in a one-mismeasured-regressor errors-in-variables model if the measure-
ment error is correlated with all other model variables. However, they show that coefficient
signs are determined by the additional information that the simple correlation between the
unobserved regressor and its proxy exceeds a threshold. Our first contribution is to deter-
mine coefficient signs by using additional information on quantities other than this simple
correlation, though we use this correlation as well. Our second contribution is to exam-
ine four alternative sets of assumptions concerning the structure of the measurement error
model:

(a) the measurement error (the difference between the proxy and the unobserved regres-
sor) may be correlated with the regression disturbance term and one or more regressors
(including the unobserved regressor itself);

(b) the measurement error may be correlated with the disturbance, but is uncorrelated with
every regressor;

(c) the measurement error may be correlated with one or more regressors, but is uncorre-
lated with the disturbance;

(d) the measurement error is uncorrelated with all other variables in the model.

Assumption set (a) is Krasker and Pratt’s, while set (d) is the classical errors-in-variables
model. Assumption sets (b) and (c) invoke an intermediate number of restrictions on the
correlations between the measurement error and other model variables, which, relative to
the Krasker—Pratt model, constitute additional information that may assist inference. Like
Krasker and Pratt, we also consider additional information in the form of a lower bound
on a measure of proxy quality. We use two such measures: the simple correlation between
the proxy and the unobserved regressor and the corresponding partial correlation that con-
trols for movements in the perfectly measured regressors. Finally, we consider additional
information not previously exploited: knowledge of the sign of a coefficient in the regres-
sion of theproxy on the unobserved regressor and all perfectly observed regressors. We
reproduce their result that the coefficient on the proxy agrees in sign with the coefficient
on the unobserved regressor if the simple correlation between the proxy and unobserved
regressor exceeds a computable threshold. We state an analogous result in terms of the
partial correlation. We do not reproduce the Krasker—Pratt result that the sign of the coef-
ficient on any perfectly observed regressor is determined if the simple correlation between
the proxy and the unobserved variable exceeds a (generally different) threshold, since that
result is not closed-form. Instead, we give a closed-form threshold based on the additional
assumption that the perfectly observed regressor in question has a known sign in the re-
gression of the proxy on all regressors. We give an example showing that our threshold can
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be substantially lower than that of Krasker—Pratt, indicating the potential value of this type
of additional information.

The seminal result in this literature is the well-known reverse-regression bound for
the classical errors-in-variables model @fni (1921) and Frisch (1934) Klepper and
Leamer (1984)extend the classical errors-in-variables model and versions of the Gini—
Frisch bound to the case of multiple mismeasured regressors,eamder (1987derives
bounds in the context of systems of equatioBsckson (1993)provides results from
bounding the correlation between the measurement error and equation error in a linear
regression with one mismeasured regresdstapper (1988)and Bollinger (1996)calcu-
late bounds in the context of dichotomous regresstmsch (1988)explores the trade-off
between model restrictions and proxy quality in determining the width of an interval that
necessarily contains the coefficient of interest. Although we also explore this trade-off, our
work can be distinguished from his in that Kroch (like Krasker and Pratt) does not give
closed form expressions for inference about the coefficients on perfectly observed regres-
sors.

2. Model and taxonomy of results
2.1. Model

Let (y;, x;, z;) be an observable vector aid;, ¢;, x;) be anunobservable vector. All
variables are scalar except= (z;1, ..., zix). We measure all variables as deviations from
means.

Assumption 1.

() (yi,x;,z;) isrelated to (u;, ¢;, x;) and unknown parametersa = (a1, ..., a;) and B
according to

yi = xiB + zio + u;, 1)
Xi = Xi + & (2

(i) (ui,é&i,xi>zi),i=1,...,n,isani.i.d. sequence;
(i) E(uixi)=E@uizij))=0,j=1,...,k,
(iv) thecovariance matrix var(u;, €;, xi, z;) 1S positive definite.

Assumption 1gives the Krasker and Pratt model. It is our most general model, allow-
ing the measurement errar, to be correlated with any other variable. Rather than work
directly with this model, we use an alternative but equivalent representation obtained by
replacinge; with the residual from its projection ofy;, z;). Specifically, we replacé?)
with

xXi = xi8+ziy +ei, 3)
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where
ei =& — Xid1— 2V, (4)
(‘?) = (E[(xi220) O 20)]) " E[ (i 20)'si1]. (5)
§=1+6. (6)

This construction guarantees thaf like u;, is orthogonal to the regressarg;, z;). Any
correlations between the original eregrand the regressors are now captured by the slope
parameters andy. The literature on bounds in measurement-error models often supposes
individuals can input prior beliefs about unknown correlations; in this paper we sometimes
also suppose persons can a priori specify the sign of a particular elem@niof We feel

this is a reasonable supposition, since economists are well practiced at discussing the signs
of multiple regression coefficients. For example, we regard the following assumption as
highly plausible, since the most likely reason one would emp)ags a proxy fory; is the

belief that these two variables are positively correlateg i§ held constant:

Assumption 2. § > 0.

To state an additional assumption that greatly simplifies the derivation and statement of
results, let(b, a’) be the coefficient vector from the projectionyfon (x;, z;).

Assumption 3. Every element of (b, a’) is positive.

Note that, if necessary, negative coefficients can be made positive by multiplying their
regressors by-1. Assumption 2mplies that if the proxy; is so multiplied, then so ig;.

To simplify our derivations and to provide the applied researcher with easily computable
bounds, we first “partial out” the perfectly-measured variables. Let

d= [E(z/-zi)]_lE[z/-y,'], (7)
= [E(2)] ElEhx]. ®
n=[E(z)] " E (), ©)

whereE (z}z;) is invertible byAssumption {iv). Note thaty; — z;d, x; —zim, andy; — zi it
are the residuals from projections uf x;, andy; on z;. Substituting(3) into (8) gives

mE[E(Z;Zi)]_lE[ZE(ZiV+Xi5+€i)]=)/~I—,u8. (10)

Substituting(1) into (7) gives

d= [E(Z;Zi)]_lE[Z;‘(ZiOl + xiB +ui)]
=a+tup (11)

:a+(ﬂ%1>ﬁ (12)
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where the third line is obtained by substituting frét®). Subtracting;;d from both sides
of (1) and then substituting ifiL1) and rearranging gives

yi—zid = (xi —zi)B +u;. (13)
Subtracting;;m from both sides of3) and then substitutinfL0) similarly gives
xi —zim= (xi —zilt)d + e;. (14)

Equationg13) and (14)yre, respectively(1l) and (3)in residuals form.
Equationg13) and (14)mply that the second-order moments satisfy

var(y; — zid) = var(x; — zi ) 2 + var(u;), (15)
cov(y; — zid, x; — zim) = Vvar(x; — zi i) B8 + cov(u;, e;), (16)
var(x; — zim) = var(x; — zi )82 + var(e;). (17)

The three moments on the left-hand side can be consistently estimated using the residuals
from sample-based regressions between the observable variables, but the resulting informa-
tion does not suffice to draw inferences about the six unknown quantities on the right-hand
side. The assumptions of this section are so general that no restrictions are implied for the
observable data. To conduct inference, one must input additional prior information about
proxy quality.

We consider two measures of proxy quality: the correlation between the proxy and
the true regressot;, = corr(x;, x;), and that between the corresponding residuals;
corr(x; — z;m, x; — zi ). We will refer tot as the simple correlation andas the partial
correlation. Isp superior or inferior tor as a vehicle for imputing prior information?
The answer depends on the relative ease of assessing prior information, a factor that is
likely to vary from application to application. However, individuals who prefer or require
the conceptual device of holding all else constant in order to form prior opinions about
the relationship between two variables may be more comfortable dealing with the partial
correlation.

With respect to this issue, note th{a#) implies

cov(x; — zim, x; — zi ) = vVar(x; — z; u)8, (18)

so thatp is positive. In contrast; can be negative, becau&) implies

cov(x;, xi) =8 var(x;) + y' cov(z;, xi), (19)

and we have assumed no restrictionsydror cou(z;, x;). We feel this is a failing ofr,
since a confident assessment about the sighisfikely what motivates the selection of
the proxy in the first place. Further,= 0 does not implys = 0, nor doess = 0 imply

7 = 0. Fortunately, it is not necessary for our purposes to choose bejwardr, as the
next two results will let us state our propositions in terms of either correlatioan__gt
denote the population coefficient of determination corresponding to the projectign of
onz;, defined by - R2_ = var(x; — z;m)/ var(x;).
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Lemma 1. If Assumption 1 holds, then

2 2

2 T _Rx-z
> —0=. 20
Y (20)

This expression holds as an equality if E(e;x;) =0and E(g;z;) =0.

Corollary 1. If Assumption 1 holds, and the values E(¢; x;) = 0 and E(¢;z;) = 0 are not
ruled out by additional assumptions, then for any positive number ¢, the smallest number ¢’
suchthat 72 > ¢’ implies p2 > c isgiven by ¢’ = RZ_ + (1-R2)c.

2.2. Taxonomy

Having set up the model, we now provide the applied researcher with a set of thresholds
for both of our measures of proxy quality above which a parameter of interest is ensured to
be positive. Before discussing our results, we define several quantﬁig& corr(y; —

zid, xi —zim), af =dj — mib/r?, ., c; =1+ (a;/m;s)®) 7L andca = (1+ (b/5)?) 71,

xy-z’

wheres = \/var(yl- — z;d)/var(x; — z;m) — b2. We also list two further assumptions.
Assumption 4. E(x;&;) = E(z;ijei)=0,j=1,... k.
Assumption 5. E(u;¢;) = 0.

Table 1provides a summary of our proxy-quality thresholds. These results refer to a
population rather than a sample. Applying the results requires substitution of sample-based
estimates of the relevant variables into the threshold formulas. We group the results along
three dimensions: the two parameters of intergsafd« ), the two measures of proxy
quality (0 and t), and our four assumption sets (a)—(d). For each threshold we list the
specific assumptions and conditions on observable moments necessary to derive it. All of
the results require assumptiofiy and(3); that is, the basic structure of the econometric
model and the innocuous assumption that all population least-squares regression slopes are
positive. The rest of the assumptions depend on the zero-correlation restrictions we invoke.
We give proofs of the assertionsTable 1in Appendix A

The first section offable 1delineates the results for assumption set (a). Recall that this
assumption set is the model of Krasker and Pratt, in which the measurement error may
be correlated with the regression error and the regressors. The condition on the simple
correlationt for g > 0 is equivalent to the solutioKrasker and Pratt (198&)ive for
their Problem 1; we state it here in our own notation for comparison with our original
results below. Our results for the parameter; are not equivalent to those in Krasker
and Pratt, since we invoke a prior sign restrictiomygn The value of this restriction can
be measured by the difference between the threshold fiven here and that given by
Krasker and Pratt, who do not require a sign restriction. For the case of just one perfectly

1 Krasker and Pratt do not obtain their result using Assumption 2Instead, they implicitly assume> 0. It
can be shown that ouxssumptions 1-mply = > 0 whenever? > RZ._.
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Table 1
Taxonomy of thresholds for proxy quality
Assumptions Conditions Parameter Threshold
2 22
@)
1. (.3 B 1-r2., L +HA-RZ)(A—r2.)
(1), (3), ;>0 o max{cy, ca) Rf,z + (1—-R2)max{cy, ca)
(b)
1), (3), (4) B 1-r2., R2 +(1-R2)(A-r2, )
(1), (3), (4) aj m?sz(ajz + m§32)71 R,\Z,AZ +1- R2 ,)m sz(a + mzsz) 1
(©
1. (2. (3). () B 0 0
(1,3, () y;=0 a;f >0 aj 0 0
(d)(l). @), (6).y; 20 a}<0  «; m;b/d; RZ_+(1—R2_ )m;b/d;
). (3). (4. (5) B 0 0
(1)v (3)1 (4)! (5) (1;‘ >0 oj 0 0
1), @3), (4), () a;f <0 aj mjb/d; RZ,+ (1_R3<z)mjb/dj

measured regressasy, with data satisfying vdy;) = var(x;) = var(z;1) = 1, they table
their threshold for various values g@f= b /a1, r = corr(x;, z;1), andv =1 — R?, xz» Where

Rf . IS the multiple correlation coefficient for the population regressiop @i (x;, z;1).
Forqg =1,r = 0.4, andv = 0.2, their table gives a threshold equal to 0.743. For the same
data value®roposition Zjives 0.542 Of course, the sign restriction on is also valuable
because it permits a closed-form solution. Finally, note that our conditiors dm not
requireAssumption 2 because, as shown Appendix A the derivation of this threshold
does not depend ah None of the propositions aboutgiven below requirdssumption 2
either. Similarly, none of the propositions abgutequire any information about.

The next section of the table lists results for assumption set (b), which includes the
additional prior information that the measurement error is uncorrelated with any of the
regressors. The value of this information can be measured by the difference between the
Krasker—Pratt lower bound anfor «; > 0 and that given in this second sectiorilable 1
Using the same given information as in the example above, our bound eqz®s This
number is less than that given under assumption set (a), because the respictidn
implied by Assumption 4s more informative than the knowledge thatis positive.

Assumption set (c) drops the assumption that the measurement error is uncorrelated with
the regressors, but adds the assumption that the measurement error is uncorrelated with the
regression error. These assumptions ensuregha without any prior information on

2 We square the values in Krasker and Pratt's Table 1 to make them comparable to our thresholds. Also, the
other relationships between the quantities defined by Krasker and Pratt and our own are as follows=hirst,
under the unit variance assumption. Second, straightforward algebra.gived(1 — m%).
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proxy quality. This result can be seen by examining the equation

b<é<i, (22)

2
é iy

derived inAppendix A Recall that equals the coefficient from the projectiongf— z;d

on x; — z;m, and note thatb/ rfv_z equals the reciprocal of the coefficient of the pro-
jection of x; — z;m on y; — z;d, with r,,.; defined as the correlation between— z;d

andx; — z;m. These coefficients are called, respectively, direct and reverse regression es-
timates, and were shown l§yini (1921)andFrisch (1934)o containg in the classical
errors-in-variables model. Th§21) is the original errors-in-variables interval bound, ex-
cept that it boundg/§ rather thans, because of the correlation between the proxy and the
unobserved regressor. We now turn to the threshold foOur example above illustrates

the value of prior information that the measurement error is uncorrelated with the regres-
sion disturbance and tha; > 0. Here, the Krasker—Pratt threshold remains 0.743, while
the threshold for our assumption set (c) with the conditi;ﬁr( 0 is 0.4, and the implicit
threshold with the condition* > 0 is zero.

Next we consider assumption set (d), which imposes Bsgumptions 4 and,so that
the measurement error is uncorrelated with any variable other than the proxy itself. We find
results identical to those for assumption set (c). The similarity arises be&asigmption 4
along with Eq.(5) impliesy = 0 and$ = 1. ThereforeAssumption 4mposes the restric-
tion y; > 0 in assumption set (c); ardd= 1 implies that the interval21) is now precisely
the “errors-in-variables bound” @ini (1921)andFrisch (1934)

Finally, to calculate the variances of these various thresholds, we use the influence-
function approach irErickson and Whited (2002)Specifically, letd be the vector of
observable moments that is used to compute a given thresf@ld,For examplegd may
includeb, a, cj, etc. Lety (0) be the corresponding vector of influence functionsépr
that is, if 6 is a consistent estimate 6f then the influence functiony, is defined as a
function that satisfies/n(@ — 6) =n=Y23""_, ¥ 4+ 0,(1). In this case, the asymptotic
distribution ofé is a zero-mean multivariate normal with covariance matrix¥ar and
the delta-method can be used to obtain the asymptotic distributiotdof

3. Investment, @, and cash flow

We now use our results to examine the sensitivity of investment to cash flow in regres-
sion of investment on cash flow and Tobig's—a proxy for the incentive to investAs
explained inErickson and Whited (2000}his proxy is far from perfect, thus motivating
us to examine a sample of non-financial firms from COMPUSTAT covering the years 1990
to 1999. We select the sample by first deleting any firm-year observations with missing
data, as well as those for which reported debt due in years one through five is greater than

3 our method is inappropriate for an investmentash flow regressions if it is non-linear or if the regression
error is correlated with trug. Erickson and Whited (200@elineate assumptions under which simultaneity and
non-linearity are unimportant, and their specification tests uncover no evidence of either problem.
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reported total debt, and for which reported depreciation, acquisition, and sales of capital
goods cannot account for reported changes in the capital stock. Third, we delete any obser-
vation for which the firm experienced a merger accounting for more than 15% of the book
value of its assets. Finally, a firm must have at least two consecutive years of data to be in
our sample. These procedures produce an unbalanced panel whose cross-sectional width
ranges from 358 to 1952 firms.

Following Whited (1992)andErickson and Whited (2000yve classify a firm as finan-
cially constrained if it does not have an S&P bond rating, if it never pays dividends, or if it
is in the bottom third of the distribution of both total assets and the capital stock for every
year that it is in our sampl& Finally, we split the sample depending on whether a firm
has positive or negative cash flow. This experiment comes Abayanis and Mozudmar
(2004) who argue that firms with negative cash flow are financially distressed and there-
fore have no capacity to allow investment to respond to cash flow.

Table 2presents the OLS direct and reverse regressions of investment grptiogy,
cash flow, the constraint indicator, and the interaction between the constraint indicator and
cash flow. The indicator is one if a firm is in a constrained group and zero othetise.
financial constraints hypothesis predicts that the coefficient on the interaction term will be
positive; that is, cash flow sensitivity will be higher for the constrained subsample. As is
customary in the bounds literature, in presenting the results of the reverse regressions, we
rearrange the regression coefficients so that investment is put back on the left side. These
regressions pool the different cross sections and contain firm-level dummies to control for
fixed effects that could be correlated with the incentive to invest or with cash flow.

The direct regressions in the top panel confirm some of the canonical results in the
literature, but not all. All coefficients on cash flow are significant, and the coefficients on
the interactions terms based on dividends and negative cash flow confirm the results in
Fazzari et al. (1988andAllayanis and Mozudmar (2004).ow-dividend firms have high
sensitivity and negative-cash-flow firms have low sensitivity. However, in the bond-rating
and size models, neither interaction term is significant. Asaplan and Zingales (1997)
andErickson and Whited (2000ihese results contribute to the evidence that the magnitude
and direction of differential cash flow sensitivity is sample dependent.

Before presenting our results on the thresholds, we discuss the economic rationale be-
hind our assumptions. First, assumption sets (a) and (c) requir& th@t In our context,
this assumption implies that in a set of firms with identical cash flow, those with higher
true ¢’s will on average have higher proxies. We view this assumption as highly plau-
sible. Second, assumption set (a) requires that0, and assumption set (c) requires that
y > 0. In a group of firms with identical trug's, this assumption implies that those firms
with higher cash flow (under (a)) or strictly higher cash flow (under (c)) have, on average,
higher values for thg proxy. This idea is plausible to the extent that investors over-react
to observable information, such as cash flow: see, for exar®plean (1999)

4 Dividend payout is determined jointly with investment and is therefore correlated with the regression error.
Nonetheless, we use it for comparison with the origetzari et al. (1988)ork.

5 Defining the dummy by observation instead of by firm produces similar results. Also, using the dummy to
split the sample produces results qualitatively similar to those given below.
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Table 2
Investment regressions with firm-level finance-constraint indicators

Constraint indicator

Bond rating Size Payout Negative CF
Direct regression
Q Proxy Q015 Q015 Q015 Q015 Q015
(0.00D (0.002) (0.002) (0.00D (0.002)
Cash Flow 0102 Q081 Q116 Q097 Q130
(0.011 (0.025 (0.013 (0.011 (0.022
Interaction 0023 —0.043 Q098 —-0.112
(0.026) (0.029 (0.038 (0.026)
R? 0.109 Q109 Q110 Q111 Q117
Reverse regression
0 Proxy Q272 Q272 Q274 Q274 0286
(0.019 (0.019 (0.020 (0.020 (0.022)
Cash Flow —1.166 —-1.103 —1.299 —1.158 —1.541
(0.105 (0.1795 (0.120 (0.106) (0.158
Interaction —0.072 Q372 -0.370 Q771
(0.165 (0.107) (0.139 (0.077)
R? 0.207 Q207 Q209 Q0208 Q216

Notes. Calculations are based on a sample of manufacturing firms from the combined annual and full coverage
2000 Standard and Poor's COMPUSTAT industrial files. The sample period is 1990 through 1999. CF stand for
cash flow, and “interaction” refers to the interaction of cash flow with a dummy variable indicating the presence of
liquidity constraints. The results from a model without an interaction term are in the first column, and the results
from each of the variables used to define finance constraints are in the next four columns. The reverse regression
is a regression of the proxy for the true incentive to invest on investment and the cash flow variables. The results
from the reverse regressions are re-arranged to put investment on the left-hand side. All regressions are run using
OLS with fixed year and firm effect. Standard errors are corrected for heteroskedasticity using the procedure in
White (1980) and standard errors for the reverse regressions are calculated using the delta-method.

Table 3contains the estimates of our proxy-quality thresholds. First, we consider as-
sumption set (d)—that of the classical errors-in-variables model. Because the direct and
reverse regressions coefficients on cash flow and the interaction terms never agree in sign,
we must calculate thresholds. In the regression containing jugt gnexy and cash flow,
we estimate the simple and partial correlation bounds to be 0.53 and 0.43, respectively.
Both bounds are estimated very precisely. In the models containing interaction terms, the
thresholds for the interaction terms are somewhat smaller and less precisely estimated,
especially in the case of the bond-rating model. We compare these results with those in
Erickson and Whited (2000who not only invoke assumption set (d), but assume that
B # 0 and also impose restrictions on the distribution for tyu€hey estimate the squared
simple correlation between marginal and obseryéd be forty percent. If we were trying
to defend the existence of cash-flow sensitivity using these results, the best we could say is
that the data are uninformative.

Next, we allow the measurement error to be correlated with cash flow and/orgtrue
as in assumption set (c). This correlation may be important because the replacement value
of the capital stock deflates both the left- and right-hand side variables of the regression,
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Table 3
Proxy quality thresholds for investment regressions with firm-level finance-constraint indicators

Constraint indicator

Pooled model Bond rating Size Payout Negative CF
Cash flow coefficient
Partial correlation thresholds
(a) 0943 Q943 Q944 Q0944 0949
(0.008 (0.008 (0.008 (0.008 (0.008
(b) 0.904 Q927 0898 Q909 Q900
(0.019 (0.041) (0.021) (0.019 (0.031)
(c) 0.430 0468 Q420 Q435 Q411
(0.042 (0.096) (0.043 (0.0449) (0.057)
(d) 0.430 Q468 Q420 Q0435 Q411
(0.042 (0.096) (0.043 (0.049 (0.057)
Simple correlation thresholds
(a) 0952 0952 Q953 Q953 Q0958
(0.007) (0.007) (0.007 (0.007) (0.007)
(b) 0.919 Q939 Q915 0923 Q917
(0.016) (0.035 (0.018 (0.016 (0.026)
(c) 0.520 0552 0514 0526 Q0514
(0.034) (0.081) (0.035 (0.035 (0.045
(d) 0.520 0552 Q0514 0526 Q0514
(0.039 (0.08) (0.035 (0.035 (0.045
Interaction coefficient
Partial correlation thresholds
(a) 0943 Q944 Q944 Q949
(0.008 (0.008 (0.008 (0.008
(b) 0.508 Q0846 Q575 Q772
(0.568 (0.146) (0.190 (0.082)
(c) 0.200 0363 0221 Q300
(0.340 (0.119 (0.086) (0.058
(d) 0.200 0363 Q221 Q300
(0.340 (0.119 (0.086) (0.058
Simple correlation thresholds
(a) 0952 0953 Q953 Q958
(0.007) (0.007 (0.007) (0.007)
(b) 0.586 0871 0644 Q811
(0.478 (0.122 (0.160 (0.067)
(c) 0.327 Q0466 Q0346 Q421
(0.286) (0.100 (0.072) (0.044
(d) 0.327 Q0466 0346 Q421
(0.286) (0.100 (0.071) (0.044)

Notes. Calculations are based on a sample of manufacturing firms from the combined annual and full coverage
2000 Standard and Poor's COMPUSTAT industrial files. The sample period is 1990 through 1999. The figures
presented are the lower bounds for either the partial or simple correlation between the true incentive to invest
and its proxy. These bounds are necessary conditions for the coefficient on either cash flow or the interaction
term to retain the sign presented Table 2 under the assumption sets (a)—(d). In (a) the measurement error
may be correlated with the regression disturbance term and one or more regressors (including the unobserved
regressor itself); in (b) the measurement error may be correlated with the disturbance, but is uncorrelated with
every regressor; in (c) the measurement error may be correlated with one or more regressors, but is uncorrelated
with the disturbance; and in (d) the measurement error is uncorrelated with all other variables. CF stand for cash
flow, and “interaction coefficient” refers to the coefficient on the interaction of cash flow with a dummy variable
indicating the presence of liquidity constraints. The results from a model without an interaction term are in the
first column, and the results from each of the variables used to define finance constraints are in the next four
columns. Standard errors, calculated using the delta method, are in parentheses under the threshold estimates.
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and because this replacement value may be measured with error. In either case, because of
the similarity of the results for assumption sets (c) and (d), we find identical results.

Under assumption set (b), we allow correlated regression and measurement errors, but
impose a zero correlation between the measurement error and cash flow. This problem
arises because investmentegressions are derived from investment adjustment cost func-
tions in which the regression error has a negative effect on marginal adjustment costs. (See
Hayashi and Inoue (199))Firms with highu;’s have low marginal installation costs and
tend to adopt new technologies unknown to the market. Measurement error in the observed
g's of these firms is large, since the market tends to misvalue their capital. In this case
we find that the simple correlation bound for a positive cash-flow coefficient ranges from
0.915 to 0.939, and that the partial correlation thresholds range from 0.586 to 0.871. Both
sets of bounds are noticeably higher than those for assumption set (d) and, except in the
case of the bond-rating model, are once again estimated quite precisely. Finally, under as-
sumption set (a) we find that both thresholds must be near one to ensure that the cash-flow
and interaction-term coefficients retain their sign.

Comparing this final result with those for the classical errors-in-variables model high-
lights the trade-off between the strength of model restrictions and the size of correlation
thresholds in determining coefficient signs. We also see that relaxing the distributional
and independence assumptions use&bgkson and Whited (200@)nly reinforces their
results. Finally this reinforcement helps interpret the evidendanchard et al. (1994)
Lamont (1997)andRauh (2005}hat firm investment responds to cash windfalls. Although
these papers clearly show that external finance is more costly than internal, the evidence of
robustness in this paper reemphasizes that these “natural experiments” shed little light on
the link between finance constraints and garden-variety investment-cash flow sensitivities.

4. Leverageand liquidity

We next examine the leverage regressiofajan and Zingales (1995%ising the data
in Hennessy and Whited (2005)Rajan and Zingales regress the ratio of net debt to book
assets on (1) the market-to-book ratio, (2) the ratio of book fixed assets to total book assets,
(3) the log of sales, and (4) the lagged ratio of earnings before interest and taxes to book
assetd. As noted in the introduction, Rajan and Zingales find a negative coefficient on the
fourth regressorTable 4shows that we can replicate this result. However, we also find
that the reverse regression coefficient is positive, implying that under assumption sets (c)
and (d), the true coefficient value is unbounded. We therefore turn to the second and third
panels ofTable 4 which present our thresholds. Here, we find first that, as in the previous
application, the threshold values increase as we move from assumption sets (d) to (a). Of
more interest are the high thresholds for the liquidity coefficient, which imply that the
measurement quality of the proxy for trgemust be very high in order to infer a negative
coefficient value.

6 See the latter for a complete description of the data and variables.
7 Rajan and Zingales also deflate their variables by the market value of assets, with similar results.
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Table 4
Leverage regressions: Estimates and proxy quality thresholds
Q proxy Tangibility Log sales EBIT R?
Direct regression
-0.070 0268 Q026 —0.138 0.216
(0.003 (0.012 (0.001) (0.023
Reverse regression
-0.738 —0.326 Q021 2182 0.247
(0.027 (0.039 (0.005 (0.133
Partial correlation thresholds
(a) 0906 Q906 Q906 Q967
(0.006) (0.009 (0.009 (0.002
(b) 0.906 Q339 Q005 Q967
(0.006) (0.021) (0.001 (0.002
(c) 0.000 Q188 Q000 Q637
(0.014 (0.273
(d) 0.000 Q188 Q000 Q637
(0.014 (0.273
Simple correlation thresholds
(a) 0922 Q922 Q0922 Q973
(0.005 (0.008 (0.008 (0.002
(b) 0.922 Q450 Q172 Q973
(0.005 (0.021 (0.014 (0.002
(c) 0.000 Q325 Q000 Q698
(0.013 (0.23)
(d) 0.000 Q325 Q000 Q698
(0.013 (0.23)

Notes. Calculations are based on a sample of non-financial firms from the annual 2002 COMPUSTAT industrial
files. The sample period is 1993 to 2001. Leverage is measured as the ratio of total long term debt less cash to the
book value of assets. The Proxy is the market-to-book ratio; tangibility is the ratio of the book value of fixed
assets to the book value of total assets; and EBIT is the ratio of earnings before interest and taxes to the book value
of total assets. The direct and reverse regressions in the first panel are estimated by OLS. The thresholds presented
are the lower bounds for either the partial or simple correlation between the true incentive to invest and its proxy.
These bounds are necessary conditions for the coefficient on either cash flow or the interaction term to retain the
sign presented ifiable 2 under the assumption sets (a)—(d). In (a) the measurement error may be correlated with
the regression disturbance term and one or more regressors (including the unobserved regressor itself); in (b) the
measurement error may be correlated with the disturbance, but is uncorrelated with every regressor; in (c) the
measurement error may be correlated with one or more regressors, but is uncorrelated with the disturbance; and
in (d) the measurement error is uncorrelated with all other variables. Standard errors are in parentheses below all
parameter estimates.

5. Conclusion

We provide a new econometric method for making inferences in the presence of a mis-
measured regressor. We give a menu of different prior information sets that idensigrihe
of a coefficient on a mismeasured or perfectly measured regressor. The information sets are
arguably weaker than those necessary to identify the precise values of the coefficients.
First, we apply this technique to regressions of investment on a proxy faoj sind cash
flow. We show that the partial and simple correlations between observed agdiust be
unrealistically large before one can legitimately infer a positive cash-flow coefficient in the
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regression containingiue ¢. Second, we apply this technique to a regression of leverage
on a proxy for trueg, lagged liquidity, and other controls, finding a similar result with
regard to the negative OLS coefficient on lagged liquidity. Finally, the methodology itself
is of broader interest: the use of proxies, including Tobin’ss widespread in empirical
corporate finance.
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Appendix A

A.1l. Assumption set (a)

Proposition 1. Suppose Assumptions 1-3 hold. If p? > 1 —rZ  or 2 > RZ_+
(1-RZ2 )(1—rZ, ), then g > 0.

Proof. to make use of information on proxy quality, first u¢&8) to write p =
8 /var(x; — zij)/ var(x; — z;m). Using this expression to eliminate yar — z; 1) from
(15)-(17)yields

2
var(y; — z;d) = pzvar(x,- — z,-m)(?) + var(u;), (22)
cov(y; — zid, x; — zim) = pzval’(x,' —zim) (g) + cov(u;, e;), (23)
var(x; — zim) = p2var(x; — z;m) + var(e;). (24)

Equation(24) translates the requirement va > 0 into the restrictiorp? < 1. Substitut-
ing (22)—(24)into the requirement véu;) var(e;) — coV(u;, ¢;) > 0, using the definition
b=cowWy; — z;d, x; — zym)/ var(x; — z;m), and rearranging yields

1—p2

02
Sinces > 0, inference about the sign gfsimplifies to inference about the sign ®f3,
the quantity constrained to the intery@5). A lower bound onp? answers the question
“what is the smallest numbersuch that? > ¢ implies /8 andb have the same sign?”
The lower endpoint of25) is increasing inp?, while the upper endpoint is decreasing

in p2. Therefore, sincé > 0, ¢ equals that value gf? that sets the lower endpoint (#5)

equal to zero. The solutionis=1— rfy‘z. Invoking Corollary 1completes the proof. O

1-p
02

<§<b+s (25)

Proposition 2. Suppose Assumptions 1 and 3hold. If y; > 0, and 0% > maxcy, ca) or
12> R2_+ (1-R?,)maxcy, ca}, thena; > 0.
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Proof. First we note the following lemma, which is proved at the end of this section.

c_1)2¢2
Lemma 2. sup, .qc(y;) = maxcr, ca}, where c(y;) = onj—;fj”;ésﬁ()a;yjb)b cr=01+
(aj/mjs)® ™ and cq = (1+ (b/s)>) 2
Next, solving(12) for « gives, element-wise,
_ B
aj—dj_(mj_yj)§~ (26)

(26) implies we can multiply each term ¢25) by —(m; — y;) and add{; to obtain

1—p2
dj—(mj—ypb—Im;—yjls 2
1—p2
<aj<dj—(mj—yj)b+|m;—yjls 2 (27)

We simplify (27) by noting that the standard partialling resuls d — mb implies

ajsdj—mjb, (28)
and therefore
di—mj;—yj))b=aj+y;b. (29)

Inequality(27) becomes

1— p2 1—p?
aj+yib—|mj—yjls 2 <aj<aj+yib+imj—yjls 02 (30)

Suppose thay; is fixed and not equal te:;, and thata; + y;b > 0. Then there exists
a numberc(y;) such thatp? = c(y;) sets the lower endpoint ¢B0) equal to zero and
%> c(y;) impliesa; > 0. Straightforward algebra shows that this number is

(mj —y;)°s®
(mj; — ]/j)zsz +(aj + ]/jb)z.

c(yj) = (31)

Suppose that it is known only that > 0. Thene; > 0 if p? exceeds the supremum of
c(y;) over positivey;. Then,Lemma ltogether withCorollary 1imply Proposition 2 O

A.2. Assumption set (b)

Proposition 3. Suppose Assumptions 1, 3, and 4 hold. If p? > m%s%(a% + m%s%)~* or
2> Rf_z +1- Rf,z)mﬁsz(ajz. + m?sz)_l, theno; > 0.

Proof. By Eq.(5), Assumption 4mpliesy = 0 ands = 1. An immediate consequence is
that Assumption 4can replacéAssumption 2n the sufficient conditions dProposition 1
without changing its conclusion. Inference abgus otherwise unchanged. To determine
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the consequences for inference abeusety; =0 in (31) to obtainc(0) = m3s2(a% +

m%s?)~1 as the smallest numbessuch thap? > ¢ impliesw; > 0. Corollary 1determines
a corresponding threshold for the simple correlatior.

A.3. Assumption set (c)
Proposition 4. If Assumptions 1-3,and 5 hold, then 8 > 0.

Proof. Assumption 5(4), andAssumption {iii) imply E(u;e;) = 0. The requirement that
var(u;, ¢;) be positive definite implies that both ay) and vartu;) are positive. As already
noted,(24) translates vae;) > 0 into the restrictiorp? < 1. To make use of vaus;) > 0,
first set covu;, ¢;) = 0 in (23), and rearrange the result as

B cowy; —z;d, x; —zim)
s var(x; —zim)p?

Next, substitute(32) into (22) to obtain vatu;) = var(y; — zid) —coP(y; — zid,
xi —zim)/[var(x; — zym)p?]. Restricting the right-hand side of this equality to be strictly

positive defines an inequality that is easily manipulated to gie rfy‘z. Thus,

(32)

r2 < p?<l. (33)

xy-z

Equation(32) maps this interval fop? into the following restrictions o /s8: b < /8 <

b/rfy_z. This immediately implies the result.0

Proposition 5. Suppose Assumptions 1, 3,and 5 hold, and a;f > 0. Then y; > 0 implies
Olj > 0.

Proof. Substituting(32) into (26) gives
b
Olj:dj—(mj—]/j)p. (34)

The result follows because this expression m@3 into an interval containing;, with
one endpoint equal t29) and the other endpoint equal to

b yib
dj—(mj—yj)2—=a;f+ 2] . O (35)
i ey

Proposition 6. Suppose Assumptions 1, 3,and 5 hold, and a;f < 0. 1f y; > 0 and either
%> m;b/d; or 2> Rf‘z + (1—R§Z)mjb/dj, thenca; > 0.
Proof. Write (34) as

aj=(dj —m;b/p?) +y;b/p?. (36)

Refer to(28) to see that the bracketed term on right sida#) will be positive if p2 is
sufficiently close to unity. The smallest numkesuch thap? > ¢ impliesd; — m,-b/p2 >
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0 is the value ofp? that setsd; — mjb/p? = 0, which isc = mb/d;. It follows that
if y; >0 andp? > m;b/d; thena; > 0. Corollary 1extends this result to the simple
correlation. O

A.4. Assumption set (d)

A formal statement about the sign gfis given by replacingAssumption 2with As-
sumption 4in the sufficient conditions foProposition 4 The results fox are given by
addingAssumption 4and deletingy; > 0 from the sufficient conditions d?ropositions 5
and 6

A.5. Proof of Lemma 1

Let R2, . =1— E(¢?)/E(x}), R?_=1— E((x; — zzm)*)/E(x?), andRZ2 = 1 —
E(?)/(E(xi — xi$)?), where¢ = [E (x/x)]1 1E (x/x;) is the coefficient from the pro-
jection of x; on x;. Because the populatioR? of a simple linear regression equals the
square of the simple correlation between the dependent and independent variables we have
2=1- E((x; — xi$)>)/E(x?) and, by(14), p?> =1 — E(e?)/E((x; — zim)?). Note that
1-RZ,.=(1-p%)(1-RZ) 37)

XXz

=(1- R?)(1-7?). (38)
Equating the right-hand sides (&7) and(38) and then solving fop? yields

2_ 1-R2, —(1-R?»(1-1?

. 39
T (39)

P

Inequality(20) is established by noting thé89) s increasing ink2 and thatkR? > 0.

Next note from(3)—(6)that E(¢; x;) = 0 andE (g;z;) = 0 imply x; = x; + ¢;, which in
turn implies¢ = 1. It follows thatx; — x;¢ = e; and thereforeR? = 0, implying that the
right-hand side of39) equals(z? — R2)/(1— R2,). O

A.6. Proof of Lemma 2
We begin by establishing some properties 0f;).
Property (). If m; = —a; /b thenc(y;) = (1+ (b/s)?) "L for all y;.
Property (b). If m; # —a; /b thenc(y;) has a uniqgue maximum equal to hat= —a; /b,
a unigue minimum equal to zero gt = m;, and an asymptote equal tb -+ (b/s)>~tas

Property (c). If m; > —a;/b thenc(y;) is strictly increasing or{—oo, —a;/b), strictly
decreasing ott—a; /b, m ), and strictly increasing o@n ;, o).
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Property (d). If m; < —a;/b thenc(y;) is strictly decreasing of—oo, m;), strictly in-
creasing or(m j, —a; /b), and strictly decreasing a@3-a; /b, 00).

To establistProperty (a)rewrite(31) as

(mj —y;)2s?
c(yi) = : . 40
Y=y = )27 + (ay b+ 7)) (40)
1
- (41)
Jb+yi\2 b2
1+ (550 %

and then note that it reduces tb+ »?/52)~1 if m; = —a;/b. The remaining properties
are established under the assumptign# —a; /b, which, it should be noted, ensures that
the denominator of40)is positive, and hence(y;) is well defined, for all; € (—o0, 00).
The unique maximum dProperty (b)s established by inspectirtd1)to see that(y;) < 1
forall y; € (—oo, 00), and that(y;) = Lifand only ify; = —a;/b. The unique minimum
follows by noting from(40) thatc(y;) cannot be negative, and thaty;) = 0 if and only

if y; =m;. To derive the asymptote, u§28)to eliminatea; from (41)and obtain

1
C(y]) = d;/b 2p2° (42)
1 (m./'j_y./' N 1) 52

and then note thatl; /b) /(m; — y;) tends to zero ag; — Foo. To establistProperty (c)
note that the derivative ¢#2) with respect to/; is:

dj/b
v (1 di/b_ N\202\2, oo (43)
J ( +((mjfy]) ) 32) (mJ yf) S

Since the denominator ¢43) is positive, the sign of the derivative is the same as the sign
of the numerator. Usin{28)to eliminated;, the numerator can be rewritten as

AN TR

The restrictionn; > —a; /b implies 22(5% +m) > 0, and also tha(%) is posi-
tiveif y; € (—oo, —a;/b), negative ify; € (—a;/b,m ), and positive ify; € (m ;, o0). The
derivative(43) is therefore positive if/; € (—oo, —a;/b), negative ify; € (—a;/b,m;),
and positive ify; € (mj,00). To establishProperty (d) note thatm; < —a;/b im-
plies (%L + mj) <0, and that(%) is positive if y; € (—oo,m;), negative
if y; € (mj,—aj/b), and positive ify; € (—a;/b,c0); therefore,(43) is negative if
yj € (—oo,m}), positive ify; € (m, —a;/b), and negative if/; € (—a;/b, 00).

Given these four properties, it is clear that the supremura(gf) over the interval
[0, o0) equals mafey, c4}, wherec; = ¢(0) = (1+(aj/mjs)2)_l is the intercept of (y;),
andcs = (1+ (b/s)®)~1is the asymptoterigure lillustrates the possible shapescof;)
under our assumptions > 0 andb > 0. The first panel assumes the hypothesiBmwip-
erty (d) the remaining panels assume thaPobperty (c) O
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2 4 -4 -2 [0 2 4

0 2 4 2 4

aj=1,b=1,s=l,mj=71/2 aj=l,b=l,s=l,m‘,-=l/2

Fig. 1. This figure illustrates the possible shapes for O()édmma 2 c(y) is the function that defines, under
assumption set (a) the partial correlation threshold necessary for the coefficients on the perfectly measured regres-
sors to retain their sign obtained via OLS. Under this assumption set the measurement error may be correlated
with the regression disturbance term and one or more regressors (including the unobserved regressas itself)

the coefficient from the least squares projection of the left hand side variable on the proxy and a vector of perfectly
observed regressorg; is the jth element of vector of coefficients on the perfectly measured regresspiis.

the jth element of the coefficient vector obtained from a least squares projection of the proxy on the perfectly
measured regressossis a function, given in Sectiod, of the error variances in these two projections and
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